In India the event of breast cancer cases are increasing day by day. A new global study estimates that by 2030, the number of new cases of breast cancer in India will increase from the current 115,000 to around 200,000 per year.Cancer treatment and early successful diagnosis of the patients is a challenge since so many years. Doctors and Researchers have been working every day to find new ways to treat cancer.Data mining for cancer treatment can become a great support tool for doctors and physicians for decision making and estimation purpose. The need for biological data mining is that there is too much data but they are mostly unstructured.
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\begin{abstract}

Women's most threatened and deadliest diseases is breast cancer. It is the second leading cause to death for women today and it is the most common cancer in developed countries, accounting for >1.6 \% of deaths and case fatality rates are highest in low-resource countries. There are some modifiable(BMI, age at first child birth, number of children, duration of breast feeding, alcohol, diet and number of abortions ) and non-modifiable(age, gender, number of first degree relatives suffering from breast cancer, menstrual history, age at menarche and age at menopause) factors associated with risk assessment of breast cancer.

\vspace{.5cm}

As the level of recurrence for breast cancer is high, it is important to do a proper diagnosis. Number and size of medical databases are increasing rapidly, so we can able to extract hidden knowledge from this data. Advanced data mining techniques can be used to discover hidden patterns and relationships. Models developed from these techniques are useful for medical practitioners to make right decisions. Our research studied the data, applied on WEKA(Waikato Environment for Knowledge Analysis), as a data mining tool to develop predictive models for breast cancer recurrence patients from the data available in Winconsin database .

\end{abstract}
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**\section{Introduction}**

\lettrine[nindent=0em,lines=3]{I}n India, the average age of developing a breast cancer , has undergone a significant shift over the last decades. According to the official Indian Registries, subset of the National Cancer Registry Programme, women ages between 30 to 50 years has a significant increase in positive malignancy compare to 25 years back. However the age between 40 to 60 years is of high threatening for women. Researches estimated that 636,000 cases occured in developed countries and 514,000 in developing countries during 2002\cite{Nassif:$2009$}.Currently a women living in US has a 12.3\% lifetime risk of developing breast cancer \cite{Nassif:$2009$}. It has been seen that $\frac{1}{4}^{th}$ of all female cancer is breast cancer. Breast cancer is now the most common cancer in most cities in India and $2^{nd}$ most common on the real areas and India is a country with largest estimated number of breast cancer.

Breast cancer is one of the most common cancers among Egyptian women; as it represents $18.3$ \% of the total general of cancer cases in Egypt and a percentage of $37.3$ \% of breast cancer is considered treatable disease. Early diagnosis helps to save thousands of disease victims. The age of breast cancer affection in Egypt and Arab countries is prior ten years compared to foreign countries as the disease targets women in the age of $30$ in Arab countries, while affecting women above $45$ years in European countries. Breast cancer comes in the top of cancer list in Egypt by $42$ cases per $100$ thousand of the population. However $80$ \% of the cases of breast cancer in Egypt are of the benign kind\cite{Elattar}. The industrialized nations such as the United States, Australia, and countries in Western Europe witnessed the highest incidence rates. In many countries, breast cancer incidences increased during the 20th century, largely reflecting global changes in reproductive patterns and regional increases in mammography\cite{Daniel}. Because of social and cultural considerations, breast cancer ranks highest among women's health concerns. It is the most frequently diagnosed cancer in women. After thyroid cancer, melanoma, and lymphoma, breast cancer comes fourth in cancer incidences in women between $20$ to $29$ years. Data mining and machine learning depend on classification which is the most essential and important task. Many experiments are performed on medical datasets using multiple classifiers and feature selection techniques. A good amount of research on breast cancer datasets is found in literature. Many of them show good classification accuracy.

Data mining approaches in medical domains is increasing rapidly due to the improvement effectiveness of these approaches to classification and prediction systems, especially in helping medical practitioners in their decision making. In addition to its importance in finding ways to improve patient outcomes, reduce the cost of medicine, and help in enhancing clinical studies. Although there was a great deal of public education and scientific research, Breast cancer considered the most common invasive cancer in women, with more than one million cases and nearly 600,000 deaths occurring worldwide annually\cite{Lyon IAfRoC}

Breast cancer affecting about 10\% of all women at some stages of their life. In recent years, the incidence rate keeps increasing and data shows that the survival rate is 88\% after five years from diagnosis and 80\% after 10 years from diagnosis.

Data mining and machine learning depend on classification which is the most essential and important task. Many experiments are performed on medical datasets using multiple classifiers and feature selection techniques. A good amount of research on breast cancer datasets is found in literature. Many of them show good classification accuracy.

We have applied WEKA machine learning technique to analyze the risk factors so that early diagnosis and proper preventive measures can be taken. We have used the Wisconsin Diagnostic Breast Cancer Dataset from UC Irvine for our study. The classification is based on benign or malignant.

%------------------------------------------------

**\section{Problem Definition}**

The dataset used in this experiment were obtained from Wisconsin Diagnostic Breast Cancer Dataset from UC Irvine machine learning repository and described by Dr. William H. Wolberg. The breast cancer data have been used in some other research. We study the effect of nine characteristics parameter on the state of Breast cancer and the influence of the involved parameters on the performance of the SVM model. We have used WEKA Tool as a classifier in our experiment. Our aim is to predict the various state, behaviour and characteristics of breast cancer.

In this dataset, there are 698 samples taken from different women and every sample is expressed by nine characteristic parameter. The nine parameter are as follows:- Clump thickness, Uniformity of cell size, Uniformity of cell shape, Marginal adhesion, single epithelia cell size, Bare Nuclei, Bland chromatic, Normal Nucleoli, Mitoses. According to the properties of these nine parameter, the brest cancer is classified into benign \& malignant. Every single parameter is given a range between 1 to 10 and the resultant class is expressed by 2 for benign and 4 for malignant. Among the 698 samples in the dataset there are 16 samples with missing or incomplete data. So we have used remaining 682 samples in this machine learning.

**\section{Proposed Model}**

Fig 1 shows the functional block diagram of our proposed model. It consists of four steps: (a) Acquisition, (b) Preprocess, (c) Feature Extraction and (d) Feature Selection.

In acquisition step, feature selection \& feature extraction is accomplished in order to determine the input vector and based on either feature selection or feature extraction, dimensionality reduction is accomplished. In the preprocessing phase, filtering is done to clear the noise \& map the entire data into lower dimension. Also less important and redundant information are ignored. In the classification step different classifier is used to get the best result out of it. We have also applied clustering method \& Association Rule Mining to obtain more decisions \& to predict more accurately.

\begin{figure}[H]

\begin{center}

**\includegraphics**[scale=0.2]{fig1.png}

\caption{Proposed Model}

\end{center}

\end{figure}

**\section{Dataset Description}**

The Wisconsin Breast Cancer datasets from the UCI Machine Learning Repository is used \cite{Frank}, to distinguish malignant (cancerous) from benign (non-cancerous) samples. A brief description of these datasets is presented in table 1.Each dataset consists of some classification patterns or instances with a set of numerical features or attributes.

\vspace{.5 cm}

\begin{center}

\textbf{Table1: DESCRIPTION OF BREAST CANCER DATASETS}

\end{center}

\begin{tabular}{|p{1.5 cm}|c|c|c|}

\hline

Dataset & Attribute & Instant & Class\\

\hline

Wisconsin BC & 11 & 698 & 2\\

\hline

\end{tabular}

**\section{Methodology}**

The dataset's attributes are found listed in Table 2.

\vspace{.5 cm}

\begin{center}

\textbf{Table2: WISCONSIN BREAST CANCER DATASET ATTRIBUTES}

\end{center}

\begin{tabular}{|c|c|c|}

\hline

& Attribute & Domain\\

\hline

1 & Sample Code No & id no\\

\hline

2 & Clumb Thickness & 1-10\\

\hline

3 & Uniformity(Cell Size) & 1-10\\

\hline

4 & Uniformity(Cell Shape) & 1-10\\

\hline

5 & Marginal Adhesion & 1-10\\

\hline

6 & sgl Epithelial(cell size) & 1-10\\

\hline

7 & Bare Nucleoli & 1-10\\

\hline

8 & Normal Nucleoli & 1-10\\

\hline

9 & Mitoses & 1-10\\

\hline

10 & Class & 2 or 4\\

\hline

\end{tabular}

\vspace{.5 cm}

In the Clump thickness benign cells tend to be grouped in monolayers, while cancerous cells are often grouped in

multilayered. While in the Uniformity of cell size/shape the cancer cells tend to vary in size and shape. That is why these parameters are valuable in determining whether the cells are cancerous or not. In the case of Marginal adhesion the normal cells tend to stick together, where cancer cells tend to lose this ability. So loss of adhesion is a sign of malignancy. In the Single epithelial cell size the size is related to the uniformity

mentioned above. Epithelial cells that are significantly enlarged may be a malignant cell. The Bare nuclei is a term used for nuclei that is not surrounded by cytoplasm (the rest of the cell). Those are typically seen in benign tumors. The Bland Chromatin describes a uniform "texture" of the nucleus seen in benign cells. In cancer cells the chromatin tends to be coarser. The Normal nucleoli are small structures seen in the nucleus. In normal cells the nucleolus is usually very small if visible. In cancer cells the nucleoli become more prominent, and

sometimes there are more of them. Finally, Mitoses is nuclear division plus cytokines and produce two identical daughter cells during prophase. It is the process in which the cell divides and replicates. Pathologists can determine the grade of cancer by counting the number of mitoses.

We next present our algorithm and further describe the dataset on which we have evaluated.

our first step is to discretize the dataset into three major groups.

\begin{enumerate}

\item Low

\item Mid

\item High

\end{enumerate}

\begin{algorithm}[H]

\caption{An algorithm for discretization of dataset}

\textbf{Input} : Dataset in excel format with $9$ parameters.

\textbf{Output:} : Dataset in csv file(space delimiter) format in discrete format with all $9$ parameters.

\textbf{Algorithmic Steps:}

\begin{enumerate}

\item Obtain the ranges of high, middle and low.

\item collect every cell value for computation for every parameter.

\item \textbf{For} parameter $1$ to $9$ do

\item \textbf{If} Cell value>= high value \textbf{Then}

\textbf{Put} new Cell value= 'H'

\textbf{Else If} Cell value>= middle value \textbf{Then}

\textbf{Put} new Cell value= 'M'

\textbf{Else}

\textbf{Put} new Cell value= 'L'

\item \textbf{End if}

\item \textbf{Next}

\item \textbf{For} $10^th$ parameter

\item \textbf{If}Cell value=2 \textbf{Then}

\item \textbf{Put} new Cell value = "Benign"

\item \textbf{Else If}Cell value=4 then

\item \textbf{Put}new Cell value = "Malignant"

\item \textbf{End If}

\item Construct another excel file based on this discrete value.

\item Convert the excel file into csv(space delimiter) file.

\end{enumerate}

\end{algorithm}

As the parameter of the dataset ranges from 1 to 10 we made this discretization based on different ranges like:-

\begin{enumerate}

\item low:- 1 to 1 mid:- 2 to 6 high:- 7 to 10

\item low:- 1 to 1 mid:- 2 to 7 high:- 8 to 10

\item low:- 1 to 2 mid:- 3 to 7 high:- 8 to 10

\item low:- 1 to 3 mid:- 4 to 6 high:- 7 to 10

\item low:- 1 to 4 mid:- 5 to 6 high:- 7 to 10

\item low:- 1 to 4 mid:- 5 to 7 high:- 8 to 10

\end{enumerate}

%------------------------------------------------

**\section{Analysis \& Results}**

We have applied this modified dataset in WEKA Tool for further analysis and we got the following result:-

Observations:-

\begin{enumerate}

\item We observe that the value of Clump Thickness \& Bare Nucleoli tends to be in higher side. More than $20\%$ of the values are in higher side, compare to other parameters who ranges on $16\%$ in higher side.

\item More than $35\%$ of the value for the parameter Clump thickness, Epithelial size \& bland chromatin ranges in medium side.

\item Bare Nucleoli's medium range value is in $< 11\%$ data whereas others had an average of $20\%$.

\item Malignancy is positive when Clump Thickness \& Bare Nucleoli is in higher side but Size Uniformity \& Shape Uniformity has a very sensitive effect, i.e when the value is $>=4$ there shows a positive sign of malignancy in more than $80\%$ cases.

\item More than $64\%$ malignancy is positive only due to these two parameters.

\item For marginal adhesion \& epithelial size, value ranges between $2$ to $5$. More than $40\%$ cases it is malignancy when this two parameter is low.

\item In case of Bare Nucleoli \& Normal Nucleoli, in $70\%$ cases they tends to be low. They also show positive malignancy in $40\%$ cases when they are low. They have $60\%$ values in between $3$ to $4$. If the value is $5$ or more then definitely it is malignancy.

\end{enumerate}

\begin{figure}[H]

\begin{center}

**\includegraphics**[scale=.7]{fig2.png}

\caption{J48 pruned tree}

\end{center}

\end{figure}
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\begin{figure}[H]

\begin{center}

**\includegraphics**[scale=.5]{fig3.png}

\caption{Classification Result}

\end{center}

\end{figure}
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\begin{figure}[H]

\begin{center}

**\includegraphics**[scale=.5]{fig4.png}

\caption{Detailed Accuracy}

\end{center}

\end{figure}

\vspace{1 cm}

\begin{figure}[H]

\begin{center}

**\includegraphics**[scale=.8]{fig5.png}

\caption{Confusion Matrix}

\end{center}

\end{figure}

The rows show the actual instances and the column shows the predicted instances. "a" means benign and "b" means malignant. The result shows that

$425$ instances are actually benign and predicted benign.

$18$ instances are actually benign but predicted malignant.

$10$ instances are actually malignant but predicted benign.

$229$ instances are actually malignant and predicted malignant.

\vspace{1 cm}

\begin{figure}[H]

\begin{center}

**\includegraphics**[scale=.5]{fig6.png}

\caption{Confusion Matrix}

\end{center}

\end{figure}

\vspace{1 cm}

\begin{figure}[H]

\begin{center}

**\includegraphics**[scale=.7]{fig7.png}

\caption{Association Rule Mining}

\end{center}

\end{figure}

Above are the results obtained after applying the Apriori Algorithm. Fifteen rules are generated taking Size uniformity, Shape uniformity and Class. Among them rules number $2$, $3$, $4$, $13$ give significant results for determining malignancy.

\vspace{1 cm}

\begin{figure}[H]

\begin{center}

**\includegraphics**[scale=.5]{fig8.png}

\caption{Association Rule Mining}

\end{center}

\end{figure}

From Attribute Selection through Infogain Evaluator, we find that size uniformity has got the highest effect.

%------------------------------------------------

**\section{Future Work}**

Our analysis is comprises with limited dataset of size $983$(with missing value) and also from a single source. We have also applied only one machine learning tool for the entire analysis. In both the aspect we have scope of improvement where we can use more dataset from different hospitals \& research institutes and apply them on different data mining tools for more accurate analysis.

%-----------------------------------------------------

**\section{Conclusion}**

Early prediction of such deadly disease can reduce the mortality rate at a high percentage. Our aim is to provide a path directed to this prediction. By proper diagnosis and proper availability of data can save many lives. We achieve $95$\% of precision, $99.5$\% of recall and $F\_1$-Score of $99.5$\%. We stipulate that our method can help avoid clinical false negatives by performing consistency checks and provide physicians with decision support.
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